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Abstract 

Visual saliency prediction plays a crucial role in various computer vision applications by 

identifying the most relevant regions in images or videos. This paper presents a 

comprehensive review of models and evaluation metrics for visual saliency prediction. We 

discuss the evolution of saliency prediction models, from early bottom-up approaches to the 

latest deep learning-based methods. Additionally, we analyze the various evaluation metrics 

used to assess the performance of these models. Through a comparative study, we highlight 

the strengths and weaknesses of different models and metrics, providing insights into the 

current state-of-the-art in visual saliency prediction. Finally, we discuss future research 

directions and challenges in this field. 
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1. Introduction 

Visual saliency prediction is a fundamental task in computer vision, aiming to mimic the 

human visual attention system by identifying the most relevant regions in images or videos. 

The ability to predict visual saliency is crucial for various applications, including image and 

video compression, object recognition, image editing, and visual content analysis. By 

highlighting important regions, saliency prediction models can improve the efficiency and 

effectiveness of these applications. 
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The field of visual saliency prediction has witnessed significant advancements over the years. 

Early approaches focused on bottom-up models that relied on low-level features such as color, 

intensity, and orientation. These models were limited in their ability to capture complex scene 

semantics and context. However, with the advent of deep learning, there has been a paradigm 

shift towards more sophisticated models that can learn high-level features and contextual 

information from large-scale datasets. 

In this paper, we present a comprehensive review of models and evaluation metrics for visual 

saliency prediction. We discuss the evolution of saliency prediction models, from early 

bottom-up approaches to the latest deep learning-based methods. Additionally, we analyze 

the various evaluation metrics used to assess the performance of these models. Through a 

comparative study, we highlight the strengths and weaknesses of different models and 

metrics, providing insights into the current state-of-the-art in visual saliency prediction. 

 

2. Evolution of Visual Saliency Models 

Visual saliency models have evolved significantly over the years, driven by advancements in 

computer vision and deep learning. Early approaches to saliency prediction were primarily 

bottom-up models that relied on low-level features such as color, intensity, and orientation to 

predict salient regions. These models were based on the assumption that saliency is 

determined by the contrast between an image region and its surroundings. While these 

models were able to capture some aspects of visual saliency, they often failed to account for 

higher-level semantic information and context. 

The introduction of deep learning revolutionized the field of visual saliency prediction by 

enabling the development of more complex and powerful models. Convolutional Neural 

Networks (CNNs) have been particularly successful in learning hierarchical features from 

images, allowing for the extraction of both low-level and high-level features. CNN-based 

saliency models can capture complex patterns and relationships in images, leading to more 

accurate saliency predictions. 

Recent advancements in visual saliency prediction have focused on hybrid and attention-

based approaches. Hybrid models combine bottom-up and top-down cues to improve 

saliency prediction performance. These models leverage both low-level features and high-
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level semantic information to better mimic human visual attention. Attention-based models, 

on the other hand, focus on learning attention mechanisms that selectively attend to relevant 

regions in images. These models are inspired by the human visual system's ability to 

selectively focus on important information while ignoring irrelevant details. 

Overall, the evolution of visual saliency models has been driven by the goal of improving 

prediction accuracy and robustness. By leveraging deep learning and incorporating both low-

level and high-level features, modern saliency models have achieved remarkable performance 

in predicting visual saliency. However, challenges such as dataset bias and generalization 

remain, highlighting the need for further research in this area. 

 

3. Evaluation Metrics for Visual Saliency Prediction 

Evaluating the performance of visual saliency prediction models is essential for assessing their 

effectiveness and comparing different approaches. Various evaluation metrics have been 

proposed to measure the accuracy of saliency predictions and their alignment with human 

perception. These metrics can be broadly categorized into traditional metrics, task-specific 

metrics, and human-based evaluation. 

Traditional metrics include Receiver Operating Characteristic (ROC) curve analysis, Area 

Under Curve (AUC), and Normalized Scanpath Saliency (NSS). ROC curve analysis measures 

the trade-off between true positive rate and false positive rate, providing a comprehensive 

assessment of model performance. AUC quantifies the overall performance of a saliency 

model by calculating the area under the ROC curve. NSS measures the similarity between the 

model's saliency map and human fixation data, providing a more fine-grained evaluation of 

model performance. 

Task-specific metrics focus on evaluating the performance of saliency models on specific tasks, 

such as object detection or image segmentation. These metrics include Precision-Recall curves, 

F-measure, and Intersection over Union (IoU). Precision-Recall curves measure the trade-off 

between precision and recall, providing insights into a model's performance at different 

operating points. F-measure combines precision and recall into a single metric, providing a 

balanced assessment of model performance. IoU measures the overlap between the predicted 

saliency map and ground truth, quantifying the accuracy of saliency predictions. 
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Human-based evaluation involves conducting eye tracking studies or subjective assessments 

to evaluate the visual saliency of images or videos. Eye tracking studies involve recording eye 

movements while participants view stimuli, allowing researchers to compare the model's 

saliency predictions with human gaze patterns. Subjective assessments involve asking 

participants to rate the saliency of images or videos, providing a qualitative measure of model 

performance. 

Overall, the evaluation of visual saliency prediction models requires a combination of 

traditional metrics, task-specific metrics, and human-based evaluation to provide a 

comprehensive assessment of model performance. These metrics play a crucial role in 

advancing the field of visual saliency prediction by enabling researchers to compare different 

models and identify areas for improvement. 

 

4. Comparative Analysis of Saliency Prediction Models 

In this section, we provide a comparative analysis of different visual saliency prediction 

models, highlighting their strengths and limitations. We focus on key models that represent 

different approaches to saliency prediction, including bottom-up, deep learning-based, 

hybrid, and attention-based models. 

Bottom-up Saliency Models: Early bottom-up saliency models, such as Itti-Koch-Niebur (Itti 

et al., 1998) and Graph-Based Visual Saliency (GBVS) (Harel et al., 2006), rely on low-level 

features to predict saliency. These models are computationally efficient but often fail to 

capture complex scene semantics and context. While these models can perform well on simple 

stimuli, they may struggle with more complex scenes where higher-level features are crucial. 

Deep Learning-based Saliency Models: Deep learning-based saliency models, such as 

DeepGaze (Kümmerer et al., 2015) and SalGAN (Pan et al., 2017), leverage convolutional 

neural networks (CNNs) to learn hierarchical features from images. These models have shown 

significant improvements in saliency prediction accuracy, thanks to their ability to capture 

both low-level and high-level features. However, deep learning-based models can be 

computationally intensive and may require large amounts of training data. 
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Hybrid Saliency Models: Hybrid saliency models combine bottom-up and top-down cues to 

improve prediction performance. Models such as SAM-VGG (Cornia et al., 2016) and DHSNet 

(Li et al., 2018) integrate low-level features with high-level semantic information to better 

mimic human visual attention. Hybrid models have shown promising results in predicting 

saliency in complex scenes by incorporating both local and global information. 

Attention-based Saliency Models: Attention-based saliency models focus on learning 

attention mechanisms that selectively attend to relevant regions in images. Models such as 

RAM (Mnih et al., 2014) and RAN (Jetley et al., 2018) learn to attend to informative regions 

while ignoring irrelevant details. These models are inspired by the human visual system's 

ability to selectively focus on important information, leading to more accurate saliency 

predictions. 

Overall, the comparative analysis highlights the strengths and limitations of different saliency 

prediction models. While deep learning-based models have achieved remarkable 

performance in saliency prediction, hybrid and attention-based models offer promising 

directions for further improving prediction accuracy. The choice of model depends on the 

specific requirements of the application and the balance between computational efficiency 

and prediction accuracy. 

 

5. Challenges and Future Directions 

Despite the advancements in visual saliency prediction, several challenges remain that need 

to be addressed to further improve prediction accuracy and robustness. One of the key 

challenges is dataset bias, where models trained on specific datasets may not generalize well 

to unseen data. Addressing dataset bias requires the development of more diverse and 

representative datasets that capture a wide range of scene types and contexts. 

Another challenge is the interpretability of saliency prediction models. While deep learning-

based models have achieved impressive performance, their inner workings are often opaque, 

making it difficult to interpret the reasons behind their predictions. Future research should 

focus on developing more interpretable saliency prediction models that provide insights into 

the features and cues used for prediction. 
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Integrating visual saliency prediction with higher-level vision tasks is another promising 

direction for future research. By incorporating saliency prediction into tasks such as object 

recognition, scene understanding, and image captioning, researchers can improve the 

performance of these tasks by selectively focusing on relevant regions in images or videos. 

Furthermore, the development of evaluation metrics that better align with human perception 

is crucial for advancing the field of visual saliency prediction. While existing metrics provide 

valuable insights into model performance, they may not fully capture the nuances of human 

visual attention. Future research should focus on developing more comprehensive and 

perceptually meaningful evaluation metrics that better reflect human gaze patterns and 

attentional mechanisms. 

Overall, addressing these challenges and exploring these future directions will lead to 

significant advancements in visual saliency prediction, enabling the development of more 

accurate and robust models for a wide range of computer vision applications. 

 

6. Conclusion 

In this paper, we have presented a comprehensive review of models and evaluation metrics 

for visual saliency prediction. We discussed the evolution of saliency prediction models, from 

early bottom-up approaches to the latest deep learning-based methods. Additionally, we 

analyzed various evaluation metrics used to assess the performance of these models. 

Our comparative analysis highlighted the strengths and limitations of different saliency 

prediction models, including bottom-up, deep learning-based, hybrid, and attention-based 

models. While deep learning-based models have achieved remarkable performance in 

saliency prediction, hybrid and attention-based models offer promising directions for further 

improvement. 

We also discussed the challenges and future directions in the field of visual saliency 

prediction, including dataset bias, interpretability of models, integration with higher-level 

vision tasks, and development of more comprehensive evaluation metrics. Addressing these 

challenges and exploring these future directions will lead to significant advancements in 
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visual saliency prediction, enabling the development of more accurate and robust models for 

a wide range of computer vision applications. 
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