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Abstract 

Causal inference methods play a crucial role in estimating causal effects from observational 

data, providing valuable insights for decision-making in various fields. This paper reviews 

and analyzes popular causal inference methods, including propensity score matching, 

instrumental variables, and regression discontinuity, highlighting their strengths, limitations, 

and real-world applications. Additionally, we discuss challenges in causal inference, such as 

unmeasured confounding and selection bias, and propose strategies to address these 

challenges. By understanding and utilizing these methods effectively, researchers and 

practitioners can make informed decisions based on causal relationships inferred from 

observational data. 
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I. Introduction 

Causal inference methods are essential tools for researchers and practitioners seeking to 

understand the causal relationships between variables in observational data. Unlike 

experimental studies where variables are manipulated, observational studies rely on naturally 

occurring data, making it challenging to establish causality. However, by employing causal 

inference methods, researchers can estimate the causal effects of interventions or treatments, 
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providing valuable insights for decision-making in various fields such as healthcare, 

economics, and public policy. 

Estimating causal effects from observational data is crucial for several reasons. First, it allows 

researchers to assess the effectiveness of interventions or treatments without conducting 

costly and time-consuming experiments. Second, it enables policymakers to make evidence-

based decisions by understanding the causal relationships between policies and outcomes. 

Finally, causal inference methods can help identify confounding factors that may bias 

observational studies, leading to more accurate and reliable conclusions. 

In this paper, we review and analyze popular causal inference methods, including propensity 

score matching, instrumental variables, and regression discontinuity. We discuss the 

concepts, implementation, assumptions, strengths, limitations, and real-world applications of 

these methods. Additionally, we explore challenges in causal inference, such as unmeasured 

confounding and selection bias, and propose strategies to address these challenges. By 

understanding and utilizing these methods effectively, researchers and practitioners can 

make informed decisions based on causal relationships inferred from observational data. 

 

II. Causal Inference Methods 

Causal inference methods are statistical techniques used to estimate causal effects from 

observational data. These methods rely on assumptions that, if met, allow researchers to make 

causal claims about the relationships between variables. In this section, we discuss three 

popular causal inference methods: propensity score matching, instrumental variables, and 

regression discontinuity. 

Propensity Score Matching: Propensity score matching is a method used to estimate the 

average treatment effect in observational studies. The propensity score is the probability of 

receiving a treatment given a set of covariates. Propensity score matching involves matching 

treated and control units based on their propensity scores, ensuring that the two groups are 

comparable. This method is particularly useful when there are many covariates and balancing 

them all is challenging. 

https://aimlstudies.co.uk/
https://aimlstudies.co.uk/index.php/jaira


Journal of Artificial Intelligence Research and Applications  
By Scientific Research Center, London  238 
 

 
Journal of Artificial Intelligence Research and Applications  

Volume 4 Issue 1 
Semi Annual Edition | Jan - June, 2024 

This work is licensed under CC BY-NC-SA 4.0. 

Instrumental Variables: Instrumental variables (IV) are used to estimate causal effects in the 

presence of unobserved confounding variables. An instrumental variable is a variable that is 

correlated with the treatment variable but not with the outcome variable, except through the 

treatment variable. IV estimation involves finding a variable that meets the criteria of being a 

valid instrument and using it to estimate the causal effect. 

Regression Discontinuity: Regression discontinuity is a method used to estimate causal 

effects when there is a cutoff point that determines whether an individual receives a treatment 

or not. The key idea is that individuals just above and just below the cutoff point are similar, 

except for their treatment status. By comparing outcomes for individuals close to the cutoff, 

researchers can estimate the causal effect of the treatment. 

These causal inference methods have been widely used in various fields, including healthcare, 

economics, and social sciences, to estimate causal effects from observational data. Each 

method has its strengths and limitations, and researchers should carefully consider which 

method is most appropriate for their study design and research question. 

 

III. Challenges in Causal Inference 

While causal inference methods provide valuable tools for estimating causal effects from 

observational data, they are not without challenges. In this section, we discuss some of the 

key challenges in causal inference and strategies to address them. 

Unmeasured Confounding: One of the primary challenges in causal inference is unmeasured 

confounding, where there are unobserved variables that affect both the treatment and 

outcome variables. This can lead to biased estimates of causal effects. To address unmeasured 

confounding, researchers can use sensitivity analysis techniques to assess the robustness of 

their results to potential confounding variables. 

Selection Bias: Selection bias occurs when there are systematic differences between the 

treatment and control groups that are not accounted for in the analysis. This can occur if the 

selection into treatment is not random or if there are differences in the characteristics of the 

treated and control groups. To mitigate selection bias, researchers can use matching 
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techniques, such as propensity score matching, to ensure that the treated and control groups 

are comparable. 

Other Challenges: In addition to unmeasured confounding and selection bias, there are other 

challenges in causal inference, such as the generalizability of results and the impact of model 

misspecification. Researchers should be aware of these challenges and use appropriate 

methods to address them. 

Despite these challenges, causal inference methods remain valuable tools for estimating causal 

effects from observational data. By understanding the assumptions underlying these methods 

and carefully addressing potential biases, researchers can make more accurate and reliable 

causal claims. 

 

IV. Real-world Applications 

Causal inference methods have been applied in various fields to estimate causal effects and 

make informed decisions based on observational data. In this section, we discuss some real-

world applications of causal inference methods in healthcare, economics, policy evaluation, 

and social sciences. 

Healthcare: Causal inference methods are widely used in healthcare to evaluate the 

effectiveness of medical treatments and interventions. For example, researchers may use 

propensity score matching to compare outcomes between patients who received a specific 

treatment and those who did not, controlling for potential confounding variables. 

Economics: In economics, causal inference methods are used to study the impact of economic 

policies and interventions. For instance, researchers may use instrumental variables to 

estimate the causal effect of education on earnings, controlling for factors that may affect both 

education and earnings. 

Policy Evaluation: Causal inference methods are also used in policy evaluation to assess the 

impact of public policies and programs. For example, researchers may use regression 

discontinuity to estimate the causal effect of a welfare program on employment outcomes, 

comparing outcomes for individuals just above and just below the eligibility threshold. 

https://aimlstudies.co.uk/
https://aimlstudies.co.uk/index.php/jaira


Journal of Artificial Intelligence Research and Applications  
By Scientific Research Center, London  240 
 

 
Journal of Artificial Intelligence Research and Applications  

Volume 4 Issue 1 
Semi Annual Edition | Jan - June, 2024 

This work is licensed under CC BY-NC-SA 4.0. 

Social Sciences: Causal inference methods are increasingly being used in social sciences to 

study complex social phenomena. For instance, researchers may use causal inference methods 

to estimate the causal effect of exposure to violence on mental health outcomes, controlling 

for other factors that may influence mental health. 

These real-world applications demonstrate the versatility and importance of causal inference 

methods in making informed decisions based on observational data. By using these methods 

appropriately, researchers and policymakers can draw more reliable conclusions about causal 

relationships in complex systems. 

 

V. Future Directions 

The field of causal inference is continuously evolving, with researchers exploring new 

methods and techniques to improve the estimation of causal effects from observational data. 

In this section, we discuss some future directions for research in causal inference. 

Advances in Causal Inference Methods: One area of future research is the development of 

new causal inference methods that can address more complex causal relationships. For 

example, researchers may develop methods to estimate causal effects in networked systems 

or in the presence of time-varying treatments. 

Integration of Machine Learning: Another area of future research is the integration of 

machine learning techniques into causal inference. Machine learning can be used to improve 

the estimation of propensity scores or to discover causal relationships in high-dimensional 

data sets. 

Ethical Considerations: As causal inference methods are used to inform decision-making in 

various fields, it is important to consider the ethical implications of these methods. Future 

research should focus on developing guidelines for ethical conduct in causal inference 

research and practice. 

Overall, future research in causal inference should focus on developing new methods, 

integrating machine learning techniques, and addressing ethical considerations to improve 

the reliability and validity of causal inference in observational studies. 
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VI. Conclusion 

Causal inference methods play a crucial role in estimating causal effects from observational 

data, providing valuable insights for decision-making in various fields. In this paper, we 

reviewed and analyzed popular causal inference methods, including propensity score 

matching, instrumental variables, and regression discontinuity, highlighting their strengths, 

limitations, and real-world applications. We also discussed challenges in causal inference, 

such as unmeasured confounding and selection bias, and proposed strategies to address these 

challenges. 

By understanding and utilizing these methods effectively, researchers and practitioners can 

make informed decisions based on causal relationships inferred from observational data. 

However, it is important to acknowledge the limitations of causal inference methods and to 

use them appropriately in conjunction with other research methods to draw reliable 

conclusions about causal relationships. 
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